Deep Learning Project – Project 2

Course Deep Learning

Professor:

Andrea Asperti, Tutor …..

Students:

Lorenzo Visentini, Master Degree in Management Engineering, ID: 0000….

Gianmarco Bolcato, Master Degree in Management Engineering, ID: 0000…

**Hardware**

The hardware we used for this project was:

*Lorenzo base hardware*

Laptop Acer Aspire …

CPU Intel I7-7700U

GPU Intel

RAM 8 GB

SSD Samsung Evo 1 TB

*Gianmarco base hardware*

Laptop …..

CPU ……

GPU ……

RAM …..

HDD ……

*Colab hardware*

In particular, due to the low computational power of our base hardwares we decided to use Google Colab, which notebooks allow you to combine executable code and rich text in a single document.

The strength of this platform is to create your code as notebook, with cells that can be run once a time. At the same time, Colab offers specific settings including the possibility to run the code on a gpu hosted runtime

Specs:
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.

.

.

**Software**

*Python*

Programming language at high level, very used in the Artificial Intelligence (Machine Learning and Deep Learning) field, thanks to the import of specific libraries.

In our project, we used the *Keras* library for everything related to models and KPI.

*Google Colab*

Describe early in this paper. Employed, as said before, in order to overcome all the hardware difficulties.

*GitHub and GitHub Desktop*

GitHub is a hosting service for software projects. It offers the possibility to work on repository that can be modified by all the members of the group with authorization.

We used GitHub Desktop as the desktop application of GitHub. The advantage is an easy and complete interface.

**Problem**

The problem is divided in two sub-applications that are related to the same starting dataset, very know in the Deep Learning field, called Celeba Dataset.

The Celeba Dataset is composed of more than 200’000 images representing celebrity face profiles. This dataset is great for training and testing models for face detection, particularly for recognizing facial attributes such as finding people with brown hair, are smiling, or wearing glasses. Images cover large pose variations, background clutter, diverse people, supported by a large quantity of images and rich annotations. This data was originally collected by researchers at MMLAB, The Chinese University of Hong Kong.

*Face Orientation*

The first request is to code a classifier which aims to classify images taken as input based on the orientation of the faces (i.e. left, center, right).

*Source of light*

The second request is related to build a classifier which recognize where the source of light is in the photo (i.e. left, center, right).

**Steps adopted**

Firstly, before adopting the strategy “try, observe and refine”, we spent time building up the whole structure.

The approach is the same for both the problems.

* Manual classification of the Celeba Dataset
* Focus on the transfer learning models and then finetune them
* Focus on the ‘From scratch’ model and following finetuning
* Test the best transfer learning model and the from scratch code
* Analyse the results and final comparation